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Abstract—This paper proposes a technique to categorize a
brain MRI as normal, in the absence of a brain tumor or as
abnormal in the presence of one. Proposed method is divided
into two steps. First, a set of feature is generated for accurately
differentiating between a normal and abnormal MR scan images.
Then, these features are reduced using fuzzy c-means (FCM)
algorithm. Further, a Support Vector Machine (SVM) is used to
classify the scan images into two groups, namely, tumor-free and
tumor affected. The proposed method aims to produce higher
specificity and sensitivity than the previous methods.

Keywords:-Image Segmentation, MR Images, SVM.

I. INTRODUCTION

A brain tumor is an ensemble of abnormal and uncontrolled
growing cells. They are basically of two types- primary tumors
originate in the brain itself; whereas secondary ones are those
that spread to the brain as result of metastasis. Primary tumors
usually develop from brain cells, nerve cells, glands or the
membranes that surround the brain (meninges). In adults,
gliomas and meningiomas are the most common brain tumors.
Primary tumors can be either benign or malignant. Lung,
breast, kidney, skin cancers can metastasize to the brain.
Secondary tumors are always malignant as benign tumors do
not spread from one part of the body to another.

According to National Brain Tumor Society of US’ statistics
there are 688096 people are living with brain tumor in US
alone. 550042 tumors are benign whereas 138054 tumors are
malignant. 68470 people are estimated to receive diagnoses for
primary brain tumor this year around 13770 people will die
from brain cancer this year. Given the above statistics, it can
be fairly proved that brain tumor is one of the biggest killers
in present medical field. We know that most tumors can be
identified with naked eyes by diagnostics. However, like in
every manual case, a certain high chance of error is prevalent
here. Hence it is obvious that an efficient automated brain
tumor algorithm will be of helpful. This paper, henceforth
suggests such an algorithm which has a higher specificity and
sensitivity than previous algorithms.

In the field of medical image analysis, various research
efforts have been assisting in diagnosis and clinical studies [1].
There are different imaging techniques available like magnetic
resonance imaging (MRI), ultrasonography (USG), the com-
puted tomography (CT) scan, positron emission tomography

(PET) scan and several others. Amongst them, MRI is the
best way to see inside a human body without opening them.
Several algorithms have been proposed to detect the presence
of brain tumor [2]-[17] using K-means clustering [2], an ANN
approach [3], Statistical Pattern Recognition techniques [4],
[5], Particle Swarm Optimization algorithm [6], Rule based
approach [7], Neural Networks [9], unsupervised clustering
[8], Bayesian classifier [11], Genetic Algorithm [12] and etc.
All of the above techniques do not classify accurately or do
not properly detect the tumor from MR images or size of
the database used by them was extremely small for proper
calculation of efficiency of the algorithm. Hence the need
arises for a better segmentation and classification process with
higher efficiency.

II. PROPOSED METHOD

The method proposed here includes features extraction from
brain MRIs [13], feature set dimensionality reduction using
fuzzy c-means algorithm and finally, training a support vector
mechine with radial basis function [14] to differentiate the
MRI database into two classes namely, tumor present and
tumor free. The components mentioned above are henceforth
defined.

A. Data Description

Datasets, comprising of both normal and abnormal images,
have been created. Different databases have been used for the
purpose of reducing feature set, training and testing SVM.
The MR scan images have been used from the IXI-dataset
[20], a research project by the Imperial College London. It
has been collected from three different hospitals in London.
MR images of weighted T1 and T2 types have been used to
check the effectiveness of the proposed method.

B. Normlization

The MRI images have been initially converted to gray
scale with intensity values ranging from 0-255. Further a gray
covariance matrix is generated.
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C. Feature sets

A lot of time is needed to compare between images, because
a large amount of data or memory is used for represent an im-
age. In order to reduce the amount of data, memory and time,
we extract certain features from the image. Several feature
selection and classification techniques available [18], [19]. The
values of the extracted features, contain the information of an
image that are relevant to us. These are further used as an input
to the classifier for image classification and segmentation. We
consider f(x, y) is a two-dimensional function of a gray scale
image, r(i) is the intensity level of an image, Gn is the total
number of gray levels in the entire image and p(i) is the
probability density. The following features have been extracted
from the images to accurately differentiate between the two
classes of images:

1) Image entropy: It is defined as the uncertainty of a
random variable.

entr =

Gn−1∑
r=0

Gn−1∑
s=0

(p(r, s) ∗ log2(p(r, s) + 1)). (1)

2) Image contrast: It measures the deviation of the current
pixel from its neighboring pixels.

const =

Gn−1∑
r=0

Gn−1∑
s=0

(r − s)2 ∗ p(r). (2)

3) Image energy: It refers to the sum of squared intensities.

ener =

Gn−1∑
r=0

Gn−1∑
s=0

p(r − s)2. (3)

4) Homogeneity: It measures the proximity of the distribu-
tion of elements in the GLCM to the diagonal elements
in the GLCM.

entr =

Gn−1∑
r=0

Gn−1∑
s=0

p(r, s)

(1 + (r − s)2)
. (4)

5) Pixel correlation: It measures the relation between the
current pixel and its neighbor pixels.

cor =
1

awav

Gn−1∑
r=0

Gn−1∑
s=0

r ∗ s ∗ p(r, s)2 −mwmv. (5)

Where aw,av are standard deviations and mw,mv are
means of p(r),p(s).

6) Variance: It measures the gray tone variance.

var =

Gn−1∑
r=0

(r −mw) ∗ p(r). (6)

where mw is mean of pixel value p(r).
7) Standard deviation: Measures the deviation of values

from the mean value.

std =

√√√√Gn−1∑
r=0

(r −mw) ∗ p(i). (7)

8)

sumvariance(sv) =

2(Gn−1)∑
r=0

(r − se)2 ∗ pw+v(r). (8)

9)

sumaverage(u) =

2(Gn−1)∑
r=0

r ∗ pw+v(r). (9)

10)

sumentropy(se) =

Gn−1∑
r=0

pw+v(r) ∗ log(pw+v(r)).

(10)
11)

inertia(in) =

Gn−1∑
r=0

Gn−1∑
s=0

(r − s)2 ∗ p(r, s). (11)

12) Kurtosis:It measures the flatness of the histogram.

kurtosis(kurt) = a−4
Gn−1∑
r=0

((r −mw)
4 ∗ p(r))− 3.

(12)

D. Fuzzy c-means Feature Set Reduction

The above used features correctly define an image and
distinguish between them. However there are redundancies
which when removed can further simplify our algorithm.
Fuzzy c-means algorithm attempts to fragment all given points
into specified number of clusters. It is better than K-means
clustering since it has an additional membership function
for additional accuracy achievement. The converging of the
membership function to 0 or 1 ensures creation of crisp
partitions in the data. Hence a fuzzy c-means algorithm has
been used to decrease the dimensionality of the feature set.
For each of the above feature, a threshold value has been set
by selecting a number of random normal brain MR image and
calculating the feature value for that image. An average of all
the values for each feature has been considered as the feature
threshold value. Fig.1 shows the overview of this process.

E. Data Classification Using Support Vector Machine

Support vector machine is a supervised learning method
basically applied for classification of data. SVM is based on
the concept of decision planes that define decision boundaries.
A decision plane or hyperplane is one that separates between
a set of objects having different class memberships. In the
proposed method, a non-linear radial basis function has been
used. Here the classification is done by casting the problem
into a higher dimensional space, where separation becomes
more likely. Any hyperplane can be depicted as,

−→χ .
−→
δ − k = 0 (13)

Where −→χ is the vector normal to the decision plane and is
the offset, from the origin along the normal to the hyperplane.
If the training data are linearly separable, two parallel hyper-
planes can be selected that separate the two classes of data, so
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Fig. 1. Block diagram of the feature selection method.

that the distance between them is as large as possible. The re-
gion bounded by these two hyperplane is called the ”margin”,
and the maximum-margin hyperplane is the hyperplane that
lies halfway between them. These hyperplane can be given
as,

−→χ .
−→
δ − k = 1 (14)

and
−→χ .

−→
δ − k = −1 (15)

However, here we have used a radial basis kernel in the
SVM. Radial basis functions(RBF) are a set of functions which
form a hypothetical basis for input patterns for expansion to
the hidden space. The most widely used RBF is Gaussian
functions given below,

O(r) = exp(
−r2

2σ2
) (16)

for some σ > 0 and rϵR. In SVM, the support vectors are
basically training samples which the algorithm extracts to find
the optimal plane. Margin of separation is the distance between
closest data point and the separating hyperplane.

III. EXPERIMENTAL RESULTS

An approximate data set was made of about 100 MRI
images in order to apply FCM for feature selection. From
the set of 12 features, 9 were finally selected, eliminating
the redundant features namely, correlation, sum average and
kurtosis. A new dataset, of 100 images, was created of normal

TABLE I
OBSERVATION RESULTS.

Session Normal Identified Abnormal Identified
image correctly image correctly

Training 65 65 41 41
Testing 54 54 41 39

Fig. 2. Tumor affected MR images.

and abnormal (tumor present) images for training the support
vector machine. Finally with a dataset of 95 images a test was
run which produced the given results. Different sized of images
( 512× 512, 640× 640, 1500× 1845, 586× 586, 1000× 1100)
has been used to determine universality of the algorithm.
All program is implemented using MATLAB. Efficiency or
accuracy of the classifiers for each analysis method is analyzed
by error rate. This error rate is defined by the terms normal and
abnormal right and normal and abnormal wrong as follows:

1) Abnormal Right (AR): The test gives positive result if
tumor is present.

2) Normal Right (NR): The test gives negative result if
tumor is absent.

3) Normal Wrong (NW): The test gives positive but tumor
is absent.

4) Abnormal Wrong (AW): The test gives negative but
tumor is present.

Sensitivity, specificity and accuracy are used to describe the
clinical efficiency of the classification and segmentation algo-
rithm.

Sensitivity =
AR

AR+AW
∗ 100 (17)

Specificity =
NR

NR+AR
∗ 100 (18)

Accuracy =
AR+NR

AR+NR+NW +AW
∗ 100 (19)

Fig. 3. Tumor free brain MR images.
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Fig. 4. Plot to show training dataset in SVM being classified into two different
classes, separated by a hyperplane generated by a RBF kernel.

Fig. 5. Plot to show both training and classified dataset in SVM being
partitioned into two different classes, separated by a hyperplane generated
by a RBF kernel.

The result of the proposed method (shown in TABLE I) has
been compared with detection process using Fuzzy c-means,
K-means [2], Bayesian classifier [11], Genetic Algorithm (GA)
[17], SVM (RBF kernel)[14], [15], [16] and Neural Network
[9]. The proposed algorithm shows significant increase in
efficiency with respect to the above algorithms. Table II shows
the accuracy measure of the above mentioned methods. Fig.2
and Fig.3 show the sample images of abnormal and normal
MR scan images, respectively. Fig.4 shows the SVM plot for
training data only and Fig.5 shows the SVM plot for both
training as well as classified data.

IV. CONCLUSION

In this paper, we have presented an efficient detection
algorithm to detect tumor in MRIs using FCM based Support
Vector Machine. This proposed algorithm is established to

TABLE II
ACCURACY OF THE DIFFERENT METHOD.

Different method Accuracy
FCM clustering 85%

K-means clustering 87%
Classification approach (Bayes classifier) 89%

GA Approach 93%
SVM method 92.71%

Neural Network approach 96.33%
Proposed Method 97.89%

give encouraging results than the other existing brain tumor
detection algorithm based on segmentation or classification
algorithms.
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